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Abstract—

A variety of mobility managementschemehave been developed for
commercial networks ranging from Mobile IP (network layer support),
to the Sessionnitiation Protocol (SIP) basedon application layer com-
ponentssuch as DNS and SMTP, and Micr o-Mobility approacheslike
Cellular IP, HAWAII. There are significant challengeshowever, with re-
gard to the robustnessmanagementoverheadrequirementsand latency
in eachof theseapproaches,especiallyin military ervironmentswhere
the network is very dynamic. It is desirableto provide continuouscon-
nectivity betweenthe nodesfor real-time and non-real-time traffic.

We proposeto dramatically improve mobility managementof the
terrestrial networks to provide support for dynamic military networks
by developing an integrated mobility managementapproach that both
meetsthe needsof end-userapplications and dealswith the harsh net-
working environment. This approachis basedon the conceptof dynamic
sewers, provided on the airborne nodes,that enhancethe mobility of
nodeson the ground. Unlike in the fixed Internet, where such sewers
are always present,our approach requires the development of robust
mechanismsthat allow the sewvers to advertise their existenceto terres-
trial nodesand to synchronizewith eachother and with their terrestrial
peersto ensure coherency

Proposedapproach provides a multi-lay ered mobility management
solution. It provides personaland terminal mobility for real-time traf-
fic suchasvoice-over-IP or video streaming thr ough deploymentof dy-
namic SIP and DNS servers in a distributed manner. It provides net-
work layer support through the use of Mobile IP with Location Regis-
ters (MIP-LR) for non-real-time applications. Local mobility manage-
ment is achieved thr ough the useof micro-mobility managementproto-
col (MMP) that reducesthe needto update the SIP, DNS and MIP-LR
sewvers when end nodesmove locally within a domain.

|. INTRODUCTION

In a military ervironmentnodesare highly mobile under
dynamicnetwork conditions. Thusin this environmentmo-
bility managemenits neededo ensurethat nodescanbe lo-
catedquickly and paclet delivery operatesproperly in the
presencef mobility of nodesnetworksandmultimediases-
siondoesnot getaffected.

Thereare mary mobility managemenschemedefinedto
supportreal-timeandnon-real-timeapplicationin theterres-
trial Internet bothfor inter-domainandintra-domairmobility
[1], [4], [5] while providing supporfor personalterminaland
sessionmobility. Thereare significantchallengeshowever
with regardto therobustnessmanagemenverheadequire-
mentsandlateng of someof theseexisting approachesnd
hencenoneof theseraditionalmobility managemerdcheme
alonecanprovide adequatsupportwith respecto survivabil-
ity, robustnesstredundanyg for adhoctype network in a mili-
tary environment.Triangularroutingandencapsulatiomsso-

ciatedwith traditionalMobile IP schemedo not make it suit-
ablein wirelessscenariosinceit addsto network delayand
wastageof bandwidth. Although thereare otherapproaches
suchlike Mobile IP with RouteOptimizationto take careof
triangularrouting problem,it still needsto have a modified
versionof kernel’s TCP/IP stack. SIP basedmobility man-
agement3], [8] althoughsuitablefor real-timeapplication
it alone cannottake careof non-real-timeapplicationin its
currentform, however thereare extensionsproposed?9], al-
thougha new transportprotocol called SCTP[11], canbe
usedwith SIP to take careof traffic due to mobility when
IP addresshanges.

Thusmilitary ervironmentrequiresa new comprehensie
and integrated mobility managemenschemewhich would
take care of precisehandof delay lateny and bandwidth
requirementwhile providing the needsfor a survivable net-
work. Thisapproactconsistof mobility managemerdt sev-
eral layers,suchas applicationlayer basedon SIP network
layerapproachbasedn Mobile IP with locationregister and
local mobility managemenprotocolfor Intradomainmobil-
ity.

This paperis organizedasfollows. Sectionll toucheaipon
theindividual mobility componentf theintegratedapproach
involved hereandtheir performancewith respecto Mobile
IP. Sectionlll briefly describeghe mobility managemerar
chitecturefor a typical military ervironmentand how these
mobility protocolsfit in together SectionlV citessomere-
latedwork, andsectionV concludeshepapemwith someopen
issues.

Figurel shovstheprotocolstackwhereeachof the mobil-
ity managementomponenfits in.

Il. MOBILITY COMPONENTS

The sectionsbelon would provide some analytical and
simulationresultsfor eachof theseapproachewhile provid-
ing backgroundon eachof the mobility components.Each
of thesemobility managemenprotocolswould provide bet-
ter performancean termsof delayandthroughputcompared
to thetraditionalMobile IP approach.

A. Application Layer Component - SIP based approach

Application layer mobility managemenis basedon Ses-
sionInitiation Protocolwhich hasbeenproposedstandardas



Protocol Stack

MediaTransport  ~—

Quiality of Service _

|
[sp ] [rrse ] [rsve | [R7ce ]

LDAP _ DNS
gt 5,55 PN S,

[ Tcp UDP
IPv4, 1Pv6, IP Multicast |_'SMP ] \ﬂﬂ

: -

SINCGARS| | 8023

Fig. 1. Mobility ManagemenProtocolStack

an RFC 2543in IETF [13]. [3] provide a goodbackground
aboutthe applicationlayer mobility managementising SIP
Following paragraptprovidesan overview of SIP basedmo-
bility managemenivhich canbe appliedto a military envi-
ronment.

SIP provides applicationlayer mobility solutionin three
differentways: pre-sessiomobility oftenknown aspersonal
mobility, mid-sessiormobility often known asterminalmo-
bility, sessiormobility whereit keepsthe sameservicewhile
mobile [16] andirrespectve of the network attached.Since
mostof the networks currentlydo not supportmobile IP, be-
sidesMobile IP hastriangular routing and other overhead
problems,and basickernel stackhasto be modified on the
end-pointsjt is not suitablefor deploymentin a typical mil-
itary ervironmentwhich is so muchdelaysensitve. On the
otherhandSIPis gainingmomentumasthesignalingprotocol
for real-timemultimediacalls. Soit is proposedo useSIPto
take careof mobility managementecausef its senerbased
approach.Both personalmobility andterminalmobility can
be achieved by SIP for real-timecommunication.Real-time
traffic is mostly RTP/UDPbasedandthushigherlayererror
recovery canbe taken advantageof if we useSIP asthe sig-
naling entity. Mobile hostregisterswith a SIP sener in the
homedomain,althoughit canbe betteroptimizedif the mo-
bile hostregisterswith the SIP registerin the visited domain
[14]. Whenthe correspondentiostsendsan INVITE to the
mobile host, the redirectsener hasthe currentinformation
aboutthemobilehost’s locationandre-directshe INVITE to
the new location. Thuspersonamobility canbe achiezed by
usinguniqueURI scheme.If the mobile hostmovesduring
a sessionit sendsa new INVITE to the correspondenhost
usingthe samecall identifierasin the original call setupand
putsthe new IP addressn the“contact” field of the SIPmes-
sages SDPparametersAt thesametimeit shouldalsomake
a new registrationat the SIP sener with its unique URI for
the new incomingcalls. It would needto updatethe DNS if
theterminalis amobilesener, sothatDNS databasgetsup-
dateddynamically Therecanbe two scenariosn onecase
CH is staticandtherearecasesvhenbothCH andMH move,
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Re-irvite is sentthroughthe SIP sener, sincethe SIP sener
would keeptrack of CH’s currentlocation, thusit is quite
likely to sendthe Re-INVITE throughSIP sener. SIP’s ap-
plicationlayerapproachalongwith its interactionwith DNS
senersand LDAP databasemakesit a good alternatve for
managingthe real-timetraffic. Therehave alsobeenmary
waysof propagatinghe registrationinformationusingsome
techniquesmentionedin [14]. Multiple SIP senerscanbe
provisionedduringthe boottime andby usingDNS’s “SRv”
record,SIP proxy senersfor a particulardomaincanbe dis-
covered.Thusin caseof afailureoneSIPsener, asecondary
SIP sener canbe used. SIP’s sessiortimer featurecan be
usedto choosebetweeralternateseners. Figure2 shavs use
of SIP mobility in a distributed ervironmentwheresomeof
thenodesmaybeairborne.
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Fig. 2. SIPMobility for a Survivable Network

B. SP performance

Using SIP to provide mobility managementor real-time
traffic would provide betterthroughputindperformanceom-
paredto standardmobile IP. By using SIP insteadof Mobile
IP without route optimizationonecanexpectto have 50 per
centagelateny improvementin real-time (RTP/UDP) traf-
fic (reductionin lateng/ from baselineof 27 msto 16 ms
for large packets)and 35 percentagautilization increasg(60
bytespaclet sizecomparedvith baselineof 80 bytespaclet
sizewith IP-in-IP encapsulatioin Mobile IP). Thecurvesin
figure3 andfigure4 show therelative performancaelifference
betweenSIP and Mobile IP underdifferent network condi-
tions. Theseresultswereobtainedfrom analysisandsimula-
tion. Experimentsverealsocarriedoutin thelaboratorycom-
paringboththe approachesisingcontrolledtraffic. Someof
theanalysigoolssuchasnetperf tcpdumpandrtpdumpwere
usedto measurethe performancedetails. Comparisorwas
madefor SIP basedmobility with Stanfords MosquitoNet
mobilelP.
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C. Network Layer component- MIP-LR approach

MIP-LR (Mobile IP with LocationRegister)[2] providesa
network layer mobility solutionbut with placemenbf addi-
tionallocationregisters.

MIP-LR addressethe following four limitations of basic
MIP:

1. HomeAgentLocation: Themobile’s Home Agentmust
belocatedin its homenetwork.

2. Home Agent Vulnerability: Thereis no schemeto al-
low multiple, geographicallydistributed Home Agents lo-
catedoutsidethe HomeNetwork to senetheuser

3. Triangle Routing: All paclkets destinedto the mobile
hostmusttraverseits homenetwork.

4. Tunneling: Packets destinedto the mobile must be
tunneled(typically by being encapsulateihside anotherlP
paclet) enroute.

MIP-LR providesan efficient approachcomparedo MIP
by takingcareof forwarding,profile replication,Jocalanchor
ing, hierarchicabrganization Thefirst two limitationsinhibit
survivability, particularlyin amilitary scenariovherethemo-
bile’shomenetwork maybein avulnerableforwardarea.The
secondwo limitationsimply a performanceenaltyandalso
inhibit interoperabilitywith otherprotocolslike RSVPwhich
rely on inspectingthe original IP paclet header In MIP-LR
we eliminatethetunnelingfunction. In addition,thedatabase
mappingthe mobile hosts IP addresdo its COA is main-
tainedby anentity calledthe HomeLocationRegister(HLR),
by analogywith cellularsystemssinceit is queriedin aman-
neranalogougo how theHLR is queriedin cellularsystems
to determinethe mobile host's location. Unlike the Home
Agent,it neednotnecessarilpelocatedn thehomenetwork.
In keepingwith the cellularanalogythe ForeignAgentis re-
namedthe Visitor LocationRegister (VLR). MIP-LR usesa
setof databases;alled Location Registers,to maintainthe
currentCare-OfAddress(COA) of the mobile host. Whena
mobile hostmovesfrom onesubneto anotherit registersits
currentCOA with adatabasealleda HomeLocationRegis-
ter (HLR). Whena correspondenhosthasa pacletto send,

it first queriesthe HLR to obtainthe mobile hosts COA, and
thensendspacletsdirectly to the mobile host. The mapping
from the mobile hosts permanentP addresdo its COA is

doneby thelP layeratthe corresponderttostandis transpar
entto higherlayer protocols;the reversemappingis doneat

themobile. The corresponderthostcacheghe mobile hosts

COA to avoid queryingthe HLR for every subsequerpaclet
destinedor themobile host. Themobilehostmaintainsa list

of correspondertiostswith whichit is in actve communica-
tion andinformsthemif it movesto a differentsubnet(asis

donein Mobile IP for IPv6). MIP-LR is especiallysuitedto

military ervironmentascomparedo Mobile IP asit provides
Better performancelessdelay and network load on ground
and elsavhere. It provides bettersurvivability by allowing

multiple replicatedLRs alongthe battlefield,andLRs placed
outsidethevulnerableareawithin thedomain.Figure5 shavs

theuseof MIP-LR in a military ervironmentwheresomeof

thenodesmaynotbein theground.
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Fig. 4. MIP-LR for a Survivable Network
D. MIP-LR performance

While MIP-LR provides survivability and redundang, it
also offers better performancecomparedto traditional Mo-
bile IP. Using MIP-LR insteadof Mobile IP one canexpect
to achieve a goal of 50 percentageeductionin management
overheadlateng of 10.5msvs. baselineof 18.5msin MIP
casefor a paclet sizeof 1Kbytein a small campuserviron-
ment). Figure 6 providesan anlayticalcomparisorbetween
MIP andMIP-LR.

Experimentalresults for MIP-LR and MIP taken in a
testbedshav similar results.

E. Micro Mobility Management Component - MMP

MMP is a derivative of the Cellular IP/HAWAII family of
micro-mobility scheme$5], [4]. CellularlP is oneof thefirst
micro-mobility schemegproposed.It was proposedasa re-
sponseo percevedshort-comingof Mobile IP (RFC 2002)
for handlingmobility in somecases. In particular Mobile
IP is designedsuchthat a new registrationis requiredto be
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sentto the Home Agent, with a new care-of-addressvery
time a mobile nodemovesto a new subnet.Theregistration
procesamay introduceunnecessariateng, which is alright
in the original scenariosfor which it was designed- where
therate of movementbetweersubnetds low. In addition, if

therearelots of idle mobile nodesthesewill all be perform-
ing Mobile IP registrationasvhen&erthey move, causingalot
of signalingoverhead.This signalingoverheads not local-
ized,but goesoverthegloballinternet.

MMP is designedas a micro-mobility protocolto handle
intra-domainmobility. Domainin this casedoesnot have
to be DNS domainbut consistsof few subnetverks. MMP
is designedto work with SIP and MIP-LR, where SIP and
MIP-LR handlemacro-mobility MMP sharegertainbenefits
of forwarding-cache-basédcal/micro-mobilityschemesik e
Cellular IP and HAWAII, exploiting hierarchicalstructures
of military networks, etc. The extendedMMP usesmulti-
ple paths,andpossiblymultiple gatevays,for robustnesand
reliability.

In basicMMP, gatavay beacormessagearesentdown by
the gatavay periodicallysothe MMP nodescanrefreshtheir
cachemappingsof the uplink interface. It canbe used,with
modificationsfor topologydiscovery, e.g.whennetwork mo-
bility occurs.Thisis not exploitedby the basicMMP. In par
ticular, thegatavay beacormessagénterval is notoptimized.
ExtendedMIMP will relatethe messageate to mobility pa-
rametersThehierarchicahatureof forwarding-cachetdased
protocolslike MMP makesa goodfit for military networks
likethe Tacticallnternet.

Figure6 shavsanabstractiorof MMP, in particular of two
MMP domaing(eachwith a gatevay).

Thegatavay is the dividing point betweenmacro-mobility
andmicro-mobility. Below it isoneMMP domain.Thenodes
in thetreebeneattt areMMP nodeswhich mayberoutersor
even‘layer-2 switches”sincethey do hostbasedoutingand
do not needIP routing protocolslike RIP, OSPFetc. Micro-
mobility is handledby specialhost-basedouting. This host-
basedroutingis integratedwith locationmanagemenasde-
scribedbelow.

MIP-LR, MIP, SIP.
(macro-mohility)

gatew MM P

(micro-mobility)

Fig. 6. An abstractiorof MMP

Uplink (basestationsto gatevay) routing: Gatevay sends
beaconslownlink soMMP nodescanrouteuplink. Theinter-
facethroughwhich thefirst copy of aparticularbeacon(bea-
consmay usesequenceumbersarrives,is recorded andis
usedasthenext-hopfor routingof ary pacletto the gatavay.

Advertisemenfor network detectionis passedalongfrom
accespoints(basestations)with gatavay’saddressWhena
nodefirst arrivesin anMMP domain,it performsautoconfig-
urationandobtainsa COA. Theregistrationmessagés a pag-
ing updatefrom mobile nodeto gateavay, moveshop-by-hop
up to gatevay, updatingrouting cachesithe entry for a par
ticular mobile nodewill pointto the interfacethroughwhich
theregistrationpacletarrivedfrom themobilenode allowing
downlink routing; gatavay takescareof Mobile IP registra-
tion, if necessarfactsasFA). Routingto mobilenodeis done
by tunnelingdatato gatevay from HA, decapsulatedndfor-
wardedto mobile nodeby routing cachesRoutingfrom mo-
bile nodeis forwardedto gatavay andtheninto Internet.

Paging cacheshave usually longer expiry than routing
cachesand areusedonly whenno valid routing cacheentry
exists.

Figure 7 shows the simulation results from relative
throughputperformanceof MMP with respecto Mobile IP
asnetwork lateng varies. Figure8 shows actualexperimen-
tal resultsobtainedfrom thetestbed.

I1l. INTEGRATED MOBILITY MANAGEMENT
ARCHITECTURE

Main objectie of this architectureis to provide mobil-
ity supportfor both real-timeandnon-real-timeapplications
while providing survivability and redundang featuresin a
military network. This is achieved by meansof distributed
seners,locationregistersandproxieswhich providefall back
featuresandforward cachingtechniquewithin adomain.

Proposedmobility managementarchitectureis mostly
basedon sener basedapproach. Figure 9 shavs the mo-
bility architecturewhereall threemobility managemenap-
proachesre taken into account. This mobility architecture
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assumethattheendhostsaresmartandIP addresseablend
therouterscanalsoprovide applicationlayer signalingfunc-
tionality. Someof the intermediaryand gatevay nodescan
actlike routersandcanhave the sener functionality suchas
DNS, HTTP, andlocationregisterfunctionality, thusprovid-
ing redundang supportin caseof router/sererfailureonthe
ground.In this particularfigure,eachfootprint maybelongto
adifferentMMP domain,althougheachfootprint may be an
autonomousystembelongingto the samedomain.

As describedin the earlier sectionsthesethree mobility
managementan work togetherto provide a reliable oper
ation. Eachmobility managemenapproachwould become
active dependingon if the clientis communicatingvia real-
time traffic (RTP/UDP), non-real-timetraffic (TCP/IP)and
whetherthe client is moving betweendomainsor within a
domain.

MMP is usedfor intra-domainmobility; SIP basedmobil-
ity schemeand MIP-LR are usedfor inter-domainmaobility
basedon the type of applicationbeingsupportecby the end
userterminal (i.e, Real-timeor Non-real-timerespectiely).
SIP basedpersonalmobility featurewould provide a means

MM P for
(Intra-domain M obility)

SIP, MIP-LR for
Inter-domain mobility

- L.m.n.
Intra-domain move

Fig. 9. IntegratedMobility Management

for pre-sessiomobility.

In this caseMobile Nodeobtainsa new IP addresonceit
movesto a new domain,andit doesnot obtainary new IP
addressaslong asit remainswithin this domain,mobility is
takencareof by MMP schemawithin thisdomain.WhenMN
movesto a new domainfor thefirst time, it obtainsa new IP
addressregisterswith the SIP sener or groundVLR which
getspropagatedo other SIP senersor HLRs spreadacross
thenetwork. ThusCH becomeswareof thenew URI or new
IP addresdrom theRe-directseneror HLRs. In caseof real-
time communicatiorif the MH movesbetweerthedomains,
thenaRe-INVITE is sentto the CH to keepthesessioractive,
similarly UPDATE messagés sentto CH in caseof MIP-LR.
But any subsequennhove within thenew domainRe-INVITE
or updatemessagesire not sent, since MMP takes care of
routing the paclets properly within that domain. As shown
in figure 9 asthe mobile nodemovesbetweerthe domainsit
would useSIP or MIP-LR dependingiponthetype of appli-
cationbeingsupported.But while roamingwithin a domain
mobility managemenis taken care of by MMP, wherethe
gatevay would actlike a FA in caseof a MIP-LR andwould
providethenew contactaddressn caseof SIPbasedmnobility
management.

IV. RELATED WORK

Therehave beensomerelatedwork to supportmobility in
military ervironment[15]. Most of theseapproachearelim-
ited to intra-domaincase,and doesnot offer an application
specificintegratedmobility managemerapproactor a mili-
tarytypeenvironment.Thisintegratedapproactprovidessur
vivability solutionwhile saving the extra overheacandadded
delaybecaus®f triangularroutingandtake careof bothreal-
time (e.g., audio, video streamingtraffic and non-real-time
traffic (e.g..ftp, telnet).

V. CONCLUSION AND OPEN |SSUES

This paperillustratesa novel mobility managemenarchi-
tecturesuitablefor amobile military ervironment,discussion



of eachof the mobility componenbf the architecturesome
performanceesultsof eachmethodandhow thesecanwork
togetherin a military ervironment. Therearemary openis-
suesasto how thesemobility managementchemecanwork
with auto-configuratiorand self managedvirtual networks
arebeingstudiedcurrently
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