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Abstract

Future personal communications services (PCS) net-
works will provide mobile users with integrated Per-
sonal Information Services and Applications (PISA),
such as personalized news and financial information,
banking and file access. We propose a system architec-
ture for delivery of PISA based on distributed servers,
and discuss the connection-oriented support services it
may require from the PCS network. In this architec-
ture real mobility on the part of the user may result
in virtual mobility of the server, which we propose be
handled by a service handoff procedure broadly analo-
gous to a PCS call handoff. We describe components
of the service handoff procedure and the PCS network
support they entail. We also discuss how users’ service
profiles can be maintained in this architecture.

1 Introduction

Future networks for personal communications ser-
vices (PCS) will be the basis for the delivery of
a wide range of personal information services and
applications (PISA) to users who move from place
to place. Examples of PISA include personalized
financial and stock market information, electronic
magazines, news clipping services, traveler infor-
mation, as well as mobile shopping, banking, sales,
inventory, and file access. Some of these services
might involve only bursty network traffic, while
others may require continuous connection-oriented
network support. This paper addresses the issues
involved in supporting the latter kind of services on
a PCS network.

We consider the situation in which PISA are pri-
marily provided by an Information Service and Ap-
plications Provider (ISAP), a commercial and ad-
ministrative entity which may or may not be the
same as the PCS network provider. The ISAP
maintains a set of servers which contain the ap-
propriate information and run applications. The
mobile user’s terminal runs application software to
interact with the ISAP. These interactions are di-
vided into logical, application-dependent segments
called sessions. For example, in the case of a road
traffic information application [16], such as SCOUT

[18], a session may consist of a brief text message
from the ISAP notifying the user of a major acci-
dent on the user’s commute route. In the case of a
mobile file access service, a session may consist of
a longer interaction in which the user logs in to a
UNIX! system, edits files, and logs out. Sessions
may be initiated by the user or by the ISAP. It
is desirable that when a session is in progress, the
user 1s not aware of any disruption in service as the
user moves.

The ISAP may provide services using one of sev-
eral possible system architectures, each of which
entails a different level of support from the under-
lying PCS network. In sec. 2 we discuss the situa-
tions for which different ISAP system architectures
may be appropriate. We point out that to meet
reliability, performance and cost objectives, many
PISA will require a distributed server architecture,
and we assume this architecture for the remainder
of the paper.

In sec. 3 we describe the system model for a dis-
tributed server architecture, and the PCS network
support functions it entails. A central feature of
this model is that it is analogous to the architec-
ture of the underlying PCS network. Furthermore,
as the user moves or network load and availabil-
ity changes, the server interacting with the user
may need to change. Thus, real mobility on the
part of the user may result in the wvirtual mobility
of the server. This is accomplished by means of
a service handoff, which is broadly analogous to a
PCS call handoff or user location update (i.e., reg-
istration/deregistration) procedure [1, 13], but rel-
atively less frequent. However, unlike real mobaility,
in the case of virtual mobility, the new server needs
context information from the old server to pick up
and continue the session seamlessly. In sec. 4 we
discuss two functions which are required to support
service handoffs, namely physical connection trans-
fer and context information transfer, and a third
function which may be required, namely user loca-
tion information access, depending upon the type
of handoff and the application. In sec. 5 we dis-
cuss an additional service that the PCS network

1TUNIX is a registered trademark of Unix Systems Labs.,
Inc.



can provide to the ISAP, namely ”single-number-
best-server” redirection (SNBS).

Just as for the PCS network, the ISAP will need
to maintain user service profiles to determine what
services the user needs and is authorized to obtain.
For the same reason as for the PCS network, we
propose in sec. 6 that the ISAP also use a two-level
database hierarchy for service profiles, and discuss
scenarios in which the need arises for an access pro-
tocol more robust than those (e.g. 1S-41 [1]) used
in the PCS network. In sec. 7 we end with some
conclusions.

2 ISAP architecture alterna-
tives

A centralized architecture. Consider a scenario
in which the ISAP obtains information (possibly
from several independent sources), packages and
personalizes it for users, some of whom may be
mobile, and delivers the information via a PCS net-
work. In the initial phases of the service offering,
the number of users is likely to be relatively small.
If the users are also geographically localized, and
move infrequently it may be sufficient for the ISAP
to maintain a centralized architecture, i.e., to store
and process information at a central site. The ISAP
and users can then communicate with each other
via a PCS network, possibly owned by a separate
PCS service provider, by initiating a PCS call.

Multiple independent servers architecture.
Current market and technology trends project
rapid increases in the number of mobile users with
intelligent mobile computing and communication
devices [9], and ISAPs offering nationwide, even
global, services involving complex two-way multi-
media interactions. If these trends evolve as pro-
jected, the centralized ISAP system architecture
will become inviable, largely because the comput-
ing and communication bottleneck at the central
Initially, this could be addressed by in-
stalling a centralized parallel server at the central
site, 1.e.; a logically centralized server which physi-
cally consists of several processors working in par-
allel. However, as the user base becomes more geo-
graphically dispersed, the communication costs and
delays involved in interacting with users from a cen-
tral server site will become unacceptable.

Server.

For some applications, it will suffice to address
the communication concerns by installing multiple
independent servers at several geographically dis-
tributed sites, and connecting each server indepen-

dently to the PCS network. For example, if the
information being provided to users is itself geo-
graphically localized, as is the case for vehicle traf-
fic information, it is likely that most users of that
information will also be localized, so communica-
tion overheads will not be serious.

Distributed server architecture. In general,
mobile users will desire access to private and corpo-
rate databases which cannot be simply geographi-
cally partitioned into locally-accessed portions. It
will then be necessary to use a distributed server
architecture, where the information is (partially)
replicated across multiple interconnected servers
but the system functions as a single logical infor-
mation base. For the remainder of this paper we
assume a distributed server architecture, since the
PCS network support issues it raises subsume those
of the architectures above.

3 The system model

The system model assumes that the information
service is organized into distributed servers that are
attached to the telecommunications network. In-
formation is partially or fully replicated across the
servers. There are several possible ways of intercon-
necting the servers, e.g. using a private ISAP net-
work attached to the PCS network via a gateway,
or using the PCS network itself as the inter-server
communication backbone. The geographical cover-
age area for the information service is partitioned
into service areas, analogous to PCS registration
areas. It is likely that a service area will cover sev-
eral PCS registration areas. FEach service area is
served by a single information server, called the [o-
cal server, analogous to the PCS mobile switching
center or visited database. The connection between
the ISAP and the mobile user can be set up by
either side dialing the other’s non-geographic tele-
phone number.

The most basic support?for the ISAP which is
required from the PCS network is that the physi-
cal connection between the user and the ISAP be
maintained without interruption during a session
as the user moves. Two key functions needed for
this support are to locate the mobile user and to
perform a physical connection transfer as the user
moves. Protocols for performing the physical con-
nection transfer function in a store-and-forward-
packet-switched network have been proposed by

2The PCS network can also provide additional services
such as billing etc, which are outside the scope of this paper.



Keeton et al. [11]. However, both functions above
are already provided by the user location facilities
and call handoff mechanisms specified in most PCS
standards. If the ISAP had a centralized architec-
ture, these would be all that were required from
the PCS network. In the distributed case, as a
mobile user moves from cell to cell but within the
same service area (so that the user is in contact
with the same server during the move), the PCS
network can perform a physical connection trans-
fer, i.e., keep the connection continuous with the
same server, using the usual PCS call handoff pro-
cedure. The call handoff may result in errors at
the physical layer of the connection, e.g. bit errors
or packets being dropped, which can be recovered
from by using a higher layer protocol between the
ISAP and the mobile terminal.

However, as the user moves out of one service
area into another, it 1s desirable that the local
server at the new service area take over providing
the service. This service handoff for the virtual mo-
bility of the server is broadly analogous to the PCS
call handoff procedure, and also has the require-
ment that service appear to continue transparently
without interruption.® In order to implement ser-
vice handoffs, the ISAP may require support from
the PCS network in addition to the two functions
mentioned above; we discuss this in sec. 4. We as-
sume that the ISAP has a matchmaker, which is re-
sponsible for mapping users to appropriate servers,
and for setting up initially and managing the con-
nection between the user and servers of the ISAP.
(The term “matchmaker” has been borrowed from
[17]). The matchmaker can also be implemented in
a centralized or a distributed fashion across several
ISAP servers.

4 Service handoffs

A service handoff involves two components, namely
physical connection transfer and context informa-
tion transfer, which are always required, and one
component, namely user location information ac-
cess, which might be required depending upon the
type of service handoff.

4.1 Physical connection transfer

In the previous section, we discussed how the usual
PCS call handoff mechanism could provide physical

2Note that virtual mobility differs from service mobility
[2], which is the ability of a user to have a consistent set of
services even though the user may move.

connection transfer when real mobility takes place
and the user is in contact with the same server.
Here we discuss how it can be extended to support
virtual mobility, where the server is transparently
switched.

We briefly review call handoffs as specified in
the GSM standard [13]. Each mobile receives and
makes calls through at most one base station trans-
mitter (BST) at any point of time. One or more
BSTs are connected by wire links to a a base sta-
tion controller (BSC), one or more of which are
connected by wire links to a mobile switching cen-
ter (MSC). The BSC in charge of the call monitors
the strength of the mobile’s signal as received at
several nearby BSTs. Suppose a mobile that is en-
gaged in a call via BST1 and BSC1 moves such that
the signal from BST2 is stronger. BSC1 detects
this and initiates the handoff sequence by sending
a message over the signalling network to the ap-
propriate call switching point; if the handoff is an
intra-MSC handoff| the switching point is the com-
mon MSC, while if it is an inter-MSC handoff| the
switching point is an anchor MSC. The switching
point forwards the handoff message to BSC2, which
allocates and activates the new radio channel and
returns its parameters to the switching point. At
this time, depending upon the type of call and what
the call switching point is, the call switching point
can make the original call a conference call, so that
a three-way bridge is set up between BSC1, BSC2
and the party that the mobile is communicating
with. The call switching point also forwards the
parameters of the new channel to BSC1, which sig-
nals the mobile station to switch over to the new
channel. The conference call bridge set up by the
switching point ensures a smooth transition when
the mobile switches over to BST2. Note that even
when a mobile user is talking to another mobile
user, the same handoff sequence is used indepen-
dently at both ends to maintain the connection.

The key observation about the call handoff above
is that it is a temporary conference call arrange-
ment initiated by a BSC. For PISA, the physical
connection transfer between the old and new server
can be done likewise i.e.; the ISAP matchmaker,
when informed that the user has moved, can set up
a conference call between the current server, the
mobile and the new server so that the service can
be transparently handed off to the new server. The
matchmaker can then terminate the call with the
old server.

The issue remains of how the matchmaker de-
tects that a service handoff 1s required. This de-



pends upon whether the service handoff is location-
dependent or location-independent. The former oc-
curs when service is transferred to a server lo-

Suppose the mobile user can read and write data,
but does not perform these operations within the
scope of a database transaction (i.e., one or more

cated closer to the user so as to reduce commu-

of atomicity, consistency, isolation or durability [7]

nication cost or improve response time; we discuss
this further in sec. 4.3. A location-independent ser-
vice handoff is initiated by the ISAP solely in re-
sponse to some condition within the ISAP’s sys-
tem, such as server load imbalance, or failure of a
server or communication link. Such a service hand-
off may typically involve handing off service for
relatively large numbers of users from one server
to another, in order to achieve load-balancing or

is not guaranteed). Consider the example of a user
making updates to a replicated file in a UNIX-like
file system. The user is to be presented with an up-
to-date replica of the data despite service handoffs.
The dynamic context is the list of all the changes
that the user made to the file at the old server. To
ensure consistency between different users updating
the file, all changes should be time-stamped, and
the timestamps included in the dynamic context.

failure-recovery quickly.

4.2 Context information transfer

(This is similar to file systems like Coda [12] and
[17]).

Consider now applications such as banking where
a user can access and update a personal account

Before the new server takes over during a service
handoff, it has to know what the mobile user is
currently doing with the service i.e., the context of
the user with respect to the service. The notion
of context information has also been suggested in
[5] where the authors propose a software architec-
ture for providing server-independent services; here
we elaborate on the kinds of context information
needed for various application classes.

Context information is the information associ-
ated with a user and a service (independent of the
server) so that the user can access different servers
transparently. Part of the context is static, includ-
ing password and access rights that do not change
as the user accesses information. (Note that secu-
rity issues may need to be addressed during service
handoffs). The context also includes dynamic in-
formation that indicates session-specific data, such
as how much of the data has been read or modi-
fied by the user, whether the changes are meant to
be transactional, whether the user held any locks
to access the data and so on. In the following we
focus on dynamic context information transfers.

Suppose the mobile user can only read informa-
tion from the service, and the information is not
time-critical but could change over time. Appli-
cations include news services and electronic maga-
zines, which typically have version numbers to in-
dicate the most up-to-date information. Since ver-
sioned information is not updated while a mobile
user is reading it, the only dynamic context is the
point at which the user is currently reading. For
instance, in the case of a newspaper, it could be a
page number; for a stock quote service, it could be
a stock name; for a file, it could be a pointer or
index into the file.

e.g., transfer funds between accounts. To avoid
problems of inconsistency, the user would run a
funds transfer between two accounts within the
scope of a database transaction. Suppose there is
a standard two-phase locking concurrency control
protocol [7] at the server site. Consider what hap-
pens when the user withdraws money from one ac-
count, moves such that a service handoff occurs,
and then deposits money into another account.
The user would acquire a lock on behalf of this
transaction at the first server, and when the user
moves, information about the lock and the updates
made by the user will have to be transferred to the
new server as context. (Additionally, the user will
have to present the transaction id to the new server
for further updates which are part of the transac-
tion.)

The amount of dynamic context information
is application-specific. Note that only after the
matchmaker coordinates the transfer of context
from the old server to the new server can it ter-
minate the conference call with the old server. It is
therefore imperative that the context be transferred
efficiently. This requirement might determine the
medium by which the servers are connected to one
another and also the classes of applications that
can be supported efficiently. More work needs to
be done to elaborate this.

4.3 User location information access

As seen in sec. 4.1, the ISAP matchmaker needs to
know the current location of the mobile to perform
a service handoff. For users calling from fixed tele-
phones, the geographical calling number can be de-
livered to the matchmaker, as is done in vertical ser-



vices like Automatic Number Identification. How-
ever, for PCS users with non-geographical numbers,

applications, e.g. Advanced Traveler Information
Systems, and others in the domain of Intelligent

such handoffs require the matchmaker to obtain
information about the user’s physical location by
some other means. The PCS network, which has
this information from the usual PCS registration
procedure, could provide it to the ISAP by initiat-

Vehicle-Highway Systems [10, 3], the user’s physi-
cal location 1s sent to the ISAP as an integral part
of the application anyway. To ensure privacy, the
information can be encrypted before it 1s sent. PCS
network support is not required with this option.

ing a call to the ISAP matchmaker. (This is sim-
ilar to procedures implemented in recent extended
800-number offerings, where network SCPs call cus-
tomer processors, which in turn access customer
data and execute service logic and subsequently re-
turn information to the SCPs on how to route the
800-number call [6]). Nonetheless, since user loca-

A third option is that the user is allowed to
choose the times when location information is to
be kept private. This can be done at the appli-
cation level, e.g. the user declares certain ses-
sions location-anonymous, or at the system soft-
ware level, e.g. the user specifies times during
which the mobile terminal is not allowed to release

tion information is potentially sensitive, we discuss
how this information can be provided and the PCS
network support entailed.

If a single commercial or administrative en-
tity owns both the PCS network’s user location
databases (e.g. HLR and VLR) and the ISAP
matchmaker’s databases, the user’s location infor-
mation can be provided to the matchmaker. For in-
stance, during the physical connection transfer de-
scribed in sec. 4.1, the call switching point (say, an
MSC) can call the matchmaker with the user’s lo-
cation. Service handoffs can then be done without
requiring any action by the user, and without rais-
ing any issues of privacy or data ownership. Oth-
erwise, there are several options, which we discuss
below.

One option is that when the user first subscribes
to the information service, the user authorizes the
PCS network (or an intermediary service integra-
tor) to release location information to the ISAP
matchmaker as needed. This is analogous to allow-
ing a travel agent to make airplane or hotel reser-
vations on one’s behalf, and hence to divulge one’s
location at specified times to a third party. This
option may be acceptable to the user if some of the
cost savings obtained by the ISAP are passed on to
the user. If the ISAP is willing to give information
about its service areas to the PCS network (also see
sec. b), the latter can provide a service in which it
informs the matchmaker only when the user moves
between service areas. If not, the PCS network will
have to report every movement of the user to the
matchmaker.

A second option is that the user’s location is
known to the mobile terminal by some external
means, e.g. using a satellite Global Positioning
System (GPS) receiver or as in [16], and the ap-
plication running on the mobile terminal sends this
information to the ISAP transparently. For some

location data. This option 1s less transparent to
the user than those mentioned above, but allows
the user finer control over location information.

4.4 Call flow example

We summarize the discussion above with an exam-
ple of how service handoffs may be implemented,
using the logical control message flows shown in
Fig. 1. The matchmaker may physically be central-
ized or distributed across the old and new server.
The PCS network, in this example, has informa-
tion about the physical location of the ISAP service
areas. Message 1 from the PCS network indicates
that the user has moved to a new service area. Mes-
sage 4 from the old server to the matchmaker indi-
cates that the new server is ready to communicate
with the user, including buffering of any messages
if required. Message Suite 6 depends upon the ap-
plication in progress. For instance, if the user is
simply being sent data, Message Suite 6 consists
of informing the new server when to start sending
data, followed by an acknowledgement back to the
old server. Note that some of the functionality of
the matchmaker could be implemented in the PCS
network and provided as a service to the ISAP.

5 Single-number best-server
(SNBS) redirection

Consider a situation where the user originates the
call to the ISAP. If the ISAP had a centralized ar-
chitecture, a single number could be provided to
the user. However, in our system model, the ISAP
has several distributed servers, some of which are
located closer to the user than others. It is still
desirable to assign the information service a sin-
gle telephone number, which is mapped to different
servers depending upon the user’s location [4].
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Figure 1: Logical message flows for an implemen-
tation of service handoff

PCS network support for such a single-number
“best”- server (SNBS) service is currently not
provided by telecommunication networks, to our
knowledge, and is not specified in common PCS
standards. Providing 800 number service [15] is
somewhat similar. Typically, when a user dials
an 800 number, a database lookup is performed at
a Service Control Point (SCP) to convert the 800
number to an actual telephone number owned by
the called party; the called party can specify be-
forehand to the database what this number can be
depending on the time of day, day of week, or the
caller’s phone number [15]. In [14], a similar “intel-
ligent network” feature has been discussed. SNBS
differs from 800 service in that it permits call redi-
rection depending upon mobile users’ physical lo-
cations.

We sketch how SNBS can be implemented. The
ISAP provides the PCS network with the geograph-
ical locations of its service areas and servers. When
the user originates a call to the ISAP, the PCS
network uses its information about the user’s lo-
cation (obtained via the PCS registration proce-
dure) to route the call to the local server for that
location. Notice that SNBS service differs from
location-dependent service handoffs, discussed in
the previous section, where the PCS network (or
the mobile terminal) simply calls the matchmaker
when the user moves. Here, the PCS network un-
dertakes to route the call to the appropriate server®
when the user originates a call.

4*The PCS network may call the ISAP matchmaker if the

local server is unreachable due to failure.

6 Maintaining service pro-

files

Just as the PCS network maintains user profiles
for PCS users, it is likely that the ISAP will also
need to maintain service profiles i.e., what are the
information service requirements and access rights
of the user. For instance, in the case of a traffic
information delivery service like SCOUT [18], the
service profile contains the key roads, tunnels and
bridges about which the user wants traffic informa-
tion, the times at which the user wants the infor-
mation, and the communication mode (e.g. pager,
fax, voice PCS call etc.) by which the user wants
the information to be delivered.

In a PCS network, user profiles are stored in
the HLR of the user, which is logically a sin-
gle database. Typically, a two-level hierarchy of
databases is used, with the HLR at one level con-
nected to several VLRs at another. FEach VLR
serves one or more PCS registration areas, so that
calls to a user from within this set of registration ar-
eas need not necessarily access the HLR. The two-
level database scheme helps to prevent a perfor-
mance bottleneck at the HLR and to reduce call
setup times and signaling network traffic. For the
same reasons as for the PCS network, we propose
that the ISAP store the service profiles in a sim-
ilar logical two-level hierarchy, using a Home Ser-
vice Database (HSD) and Visitor Service Databases
(VSD).

With each ISAP server is associated a VSD.
When the ISAP detects that the user has moved
into a service area, the associated VSD is updated
with information from the HSD about the user’s
service profile. The server in the user’s current ser-
vice area can use this profile to determine what
interactions are required with the user, and when.

The use of a two-level hierarchy of profile
databases entails a protocol for managing them.
For instance, when a user moves into a new ser-
vice area, the new VSD needs to obtain the user’s
service profile, and it may be necessary to delete
the profile stored in the user’s old VSD. This
is analogous to a PCS location update (registra-
tion/deregistration) procedure. Therefore, it would
seem that one could use a PCS user location strat-
egy, such as that specified in the 1S-41 or GSM
standards, for service area registration and dereg-
istration. However, the semantics of most PCS user
location protocols (see [8] for a survey) do not en-
sure that a user is registered in the visited database



of exactly one registration area at any given time,
which can lead to race conditions. Race conditions
during traditional location updates are likely to be
rare and short-lived. More importantly, their neg-
ative effects are not serious, and are typically re-
stricted to a call not being completed.

[3] “Special Issue on Intelligent Vehicle Highway Sys-
tems”, ed. L. Saxton, IEEE Trans. Vehic. Tech.,
Feb. 1991.

[4] D. K. Barclay, J. 1. Cochrane, J. J. McCarthy and

N. Peshavaria, “Emerging intelligent network ser-

In contrast, depending upon the application in

question, race conditions during service handoff
could be serious. For instance, if a protocol similar
to IS-41 1s used to update VSDs, it is possible that
when a user moves two VSDs contain the user’s
profile. Suppose that in the user’s application, the
ISAP runs some transactions on the mobile user’s
database at a fixed time; then both servers would
run the transactions, resulting in the mobile user
having inconsistent information.

Race conditions during service handoffs can be
prevented by using an appropriate concurrency
control protocol, possibly linked to ISAP replica
control protocols. Further work is needed to design
such protocols for different application classes.

7 Conclusions

We have discussed several issues regarding support
for distributed information servers on PCS net-
works. We identified the notion of service handoffs
and how physical connection transfer and context
information transfer are its essential components.
Furthermore, we reviewed how delivery of user lo-
cation information to the ISAP could be supported
by the PCS network. We also observed that pro-
viding a single-number-best-server (SNBS) service
might be very useful in such distributed environ-
ments. Finally, we discussed a two-level service
profile hierarchy for aiding the ISAP, and how an
appropriate update protocol will have to be chosen
for updating 1t as the user moves. We are currently
investigating several of the issues raised in this pa-
per further, including the development of protocols
for profile management and service handoff.
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